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Abstract 
This paper explores the application of Large Language Models (LLMs) 
in power systems, focusing on their potential to revolutionize control, 
optimization, and decision-making processes. We present a 
comprehensive review of current research and applications, 
highlighting the challenges and opportunities in this emerging �ield. A 
practical example is provided, demonstrating the implementation of an 
LLM agent for power system control using Python. The power system 
is modeled using Pandapower, while the LLM agent is based on Llama 
3, executed through Ollama. Our �indings suggest that LLMs can 
signi�icantly enhance the ef�iciency and reliability of power system 
operations, paving the way for more intelligent and adaptive energy 
management systems. 
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1 Introduction 
Integrating arti�icial intelligence (AI) and machine 
learning (ML) technologies into power systems has 
gained signi�icant attention in recent years [1]-[2]. As 
power grids become more complex and dynamic, 
traditional control and management approaches 
struggle to manage vast amounts of data and rapidly 
changing conditions. Large Language Models (LLMs) 
, a subset of AI known for their impressive capabilities 
in natural language processing and general problem-
solving, offer a promising solution to these challenges 
[3].  

LLMs, such as GPT (Generative Pre-trained 
Transformer) models, have demonstrated their 
ability to understand and generate human-like text, 
perform complex reasoning tasks, and even write 
code. These capabilities make them potentially 
valuable tools for power system applications, where 
they could assist in tasks ranging from fault diagnosis 
and predictive maintenance to real-time control and 
optimization of grid operations. 

This paper explores the current state of research and 
applications of LLMs in power systems and presents 
a practical example of how an LLM agent can be 
implemented for power system control. We begin 
with a comprehensive background on power systems 
and LLMs, followed by a review of existing literature 
on the intersection of these two �ields. We then 
present our methodology for implementing an LLM 
agent using Llama 3, a state-of-the-art language 
model, and integrating it with a power system model 
developed in Pandapower, a widely used open-source 
tool for power system modeling and analysis. 

Our practical examples illustrate how an LLM agent 
can be used to monitor system conditions, make 
decisions, and control various aspects of a power 
system. We discuss the challenges encountered 
during implementation, the performance of the LLM 
agent, and the potential implications for future power 
system operations. 

Our aim is to contribute to the growing body of 
knowledge on AI-driven power systems and inspire 
further research and development in this exciting 
�ield by bridging the gap between theoretical studies 
and practical applications. Integrating LLMs into 
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power systems can enhance grid resilience, improve 
energy ef�iciency, and support the transition to a 
more sustainable and intelligent energy 
infrastructure.  

1.1 Power Systems 
Power systems are complex networks designed to 
generate, transmit, and distribute electrical energy to 
consumers. These systems consist of various 
components, including power plants, transformers, 
transmission lines, substations, and distribution 
networks. The primary objective of a power system is 
to ensure a reliable and ef�icient supply of electricity 
while maintaining system stability and power quality. 
Key aspects of power systems include Generation, 
Transmission, and Distribution. Each part of the 
system includes control and protection mechanisms, 
load management, and techniques to balance 
electricity supply and demand, such as demand 
response and load forecasting. These measures 
contribute to grid stability, ensuring the system 
remains stable under various operating conditions 
and disturbances. The complexity of power systems 
has increased signi�icantly in recent years due to 
factors such as integrating renewable energy sources, 
distributed generation, electric vehicles, and the need 
for greater energy ef�iciency. These challenges have 
led to a growing interest in applying advanced 
computational techniques, including AI and ML, to 
improve power system management and control. 

1.2 Large Language Models 
Large Language Models are a class of arti�icial 
intelligence models designed to understand, 
generate, and manipulate human language [4]. These 
models are typically based on deep learning 
architectures, particularly transformer models, and 
are trained on vast amounts of text data. Key 
characteristics of LLMs include: 

a. Scale: LLMs often have billions of parameters, 
allowing them to capture complex patterns 
and relationships in language; 

b. Self-attention mechanism: This enables the 
model to assess the importance of different 
parts of the input when processing language; 

c. Transfer Learning: LLMs can be �ine-tuned for 
speci�ic tasks after being pre-trained on 
general language data; 

d. Few-shot Learning: The ability to perform 
new tasks with minimal task-speci�ic training 
examples; 

e. Multi-task Capability: LLMs are capable of 
performing a wide range of language-related 
tasks, including translation, summarization, 
and question-answering. 

Notable examples of LLMs include GPT (Generative 
Pre-trained Transformer) series by OpenAI, BERT 
(Bidirectional Encoder Representations from 
Transformers) by Google, and, more recently, open-
source models like Llama by Meta AI. The capabilities 
of LLMs extend beyond simple language processing. 
They have demonstrated pro�iciency in reasoning, 
problem-solving, and even code generation tasks.This 
versatility makes them potentially powerful tools for 
complex domains like power systems, where they 
could assist in interpreting data, making decisions, 
and even generating control strategies. 

2 Introduction LLMs in Power Systems: 
Current Applications and Research 

The application of LLMs in power systems is an 
emerging �ield with growing interest from both 
academia and industry [5]. While traditional machine 
learning techniques have been widely used in power 
systems for tasks such as load forecasting and fault 
detection, LLMs offer new possibilities due to their 
ability to process and generate human-like text, 
understand context, and perform complex reasoning. 
Various processes within power systems could be 
driven by LLMs [6]-[7], opening up signi�icant 
research and engineering opportunities. Current 
applications and research areas of LLMs in power 
systems include anomaly detection and fault 
diagnosis, predictive maintenance, knowledge 
management, decision support, and more. Power 
systems generate vast amounts of technical 
documentation, standards, and operational 
procedures. LLMs can be used to create intelligent 
knowledge management systems that ef�iciently 
retrieve relevant information, answer technical 
questions, and provide decision support to operators 
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and engineers. LLMs can assist in generating and 
analyzing various scenarios for grid planning and 
expansion. By considering multiple factors such as 
load growth, renewable integration, and regulatory 
changes, LLMs can help planners explore different 
options and their potential impacts. As power 
systems become increasingly digitized, cybersecurity 
is also a growing concern. LLMs can be employed to 
analyze network traf�ic patterns, log �iles, and threat 
intelligence reports to identify potential security 
threats and suggest mitigation strategies. The 
intermittent nature of renewable energy sources 
poses challenges to grid stability. LLMs can be used to 
process diverse data sources, including weather 
forecasts, historical generation patterns, and grid 
conditions, to optimize the integration of renewable 
energy into the grid. LLMs can assist in interpreting 
and applying complex regulatory requirements. They 
can be trained on regulatory documents and 
standards to help ensure that power system 
operations comply with evolving regulations. AI also 
shows great potential in areas such as capacity 
optimization, grid mapping, asset management, and 
predictive maintenance.  

While the application of LLMs in power systems 
shows great promise, several challenges need to be 
addressed in future applications: 

Data Privacy and Security: Power system data is often 
sensitive, so the use of LLMs must ensure data privacy 
and security are protected. 

Interpretability and Explainability: The decision-
making processes of LLMs can be opaque, which may 
be problematic in critical infrastructure like power 
systems where decisions need to be explainable and 
auditable. 

Real-time Performance: Many power system 
applications require real-time or near-real-time 
responses. The computational requirements of large 
LLMs may pose challenges for such applications. 

Integration with Existing Systems: Implementing 
LLMs in power systems requires careful integration 
with existing SCADA systems, energy management 
systems, and other control infrastructure. 

As research in this �ield progresses, we can expect to 
see more sophisticated applications of LLMs in power 
systems, potentially leading to more intelligent, 
ef�icient, and resilient grid operations. 

3 Methodology 
Our methodology for implementing an LLM agent for 
power system control involves several key steps, as 
shown in the following subsections. 

3.1 Power System Modeling 
We use Pandapower [8], an open-source Python 
library for power system modeling and analysis. 
Pandapower enables the creation of a realistic power 
system model, including generators, loads, 
transmission lines, and transformers. The model is 
easily manipulated and analyzed, providing an ideal 
environment for testing our LLM agent.  

3.2 LLM Selection and Implementation 
In this work, we used the Llama 3 model, a state-of-
the-art language model developed by Meta AI [9]. 
Llama 3 offers an excellent balance of performance 
and ef�iciency, making it well-suited for our power 
system control application. For run the selected 
model locally on PC, we use Ollama [10], an open-
source tool for running Llama models locally, which 
provides �lexibility and control over the model's 
deployment. Ollama is a platform designed to 
simplify the process of running and deploying large 
language models (LLMs) locally. Ollama allows users 
to download and run various open-source LLM 
models on their local machines, providing a more 
�lexible and secure environment for interacting with 
AI models. It primarily focuses on enabling AI models 
to be used directly on personal or enterprise systems 
without the need for continuous cloud connectivity. 
Key features of Ollama include:  

Local Model Execution: One of the features of Ollama 
is its ability to run AI models locally on user devices.  

Multi-Model Support: Ollama supports various types 
of large language models (LLMs) that can handle 
tasks such as text generation, summarization, and 
more. Its �lexible architecture enables users to easily 
integrate and switch between different models.  



IJISE, 2025. https://ijise.ba/ 

  
 

13 
 

Cost-Effective: Running LLM models locally can lead 
to signi�icant cost savings compared to cloud-based 
solutions or commercial solutions, which often 
involve expensive fees for computation and storage. 

Of�line Capability: For applications where internet 
connectivity is not guaranteed, such as in remote 
areas or high-security environments (which is often 
the case for large power plants), Ollama's ability to 
run AI models of�line is highly valuable. 

Privacy and Security: With growing concerns over 
data privacy, many organizations hesitate to use 
cloud-based AI services due to the potential risks of 
exposing sensitive information. Ollama addresses 
this by keeping all data and model interactions local, 
ensuring no data is sent to the cloud.  

3.3 Agent Design 
Our LLM agent is designed to perform the following 
tasks: 

• Monitor system conditions by interpreting 
Pandapower simulation outputs; 

• Make decisions based on prede�ined criteria 
and learned patterns; 

• Generate control actions to maintain system 
stability and ef�iciency; 

• Provide explanations for its suggestions to 
the operational stuff in natural language. 

3.4 Integration 
We developed a Python script that integrates the 
Pandapower model with the Llama 3 agent and the 
Ollama interface. This script handles the �low of 
information between the power system simulation 
and the LLM, as well as the execution of control 
actions. All modules are part of the Python ecosystem 
and run within a single script. Python modules are 
installed using Anaconda in a conda-managed 
environment [11]. The only requirement is that the 
Ollama server is installed and running on 
https://11434 local IP address [10].  

4 Practical Example 1: LLM Agent for Power 
System Analysis and Control 

Experiments on integrating LLMs with power system 
control are progressing intensively [12]. Researchers 
are working on power system simulation cases 
involving LLM-based control and surveillance logic. 
Our work focuses on optimizing power system 
operations, as presented in [13]. This section 
provides a practical example of using Python to 
implement an LLM agent for power system control. 
We will break this down into three main parts: power 
system modeling with Pandapower, LLM agent 
implementation using Llama 3 and Ollama, and the 
integration of these components. 

4.1 Power System Modeling with Pandapower 
The complex con�iguration of the 400/110 kV power 
system network is selected for a practical case, 
represented by a single-line diagram in Figure 1. 
Using Pandapower, the network is modeled with 
large-capacity, controllable PV plants and battery 
storage added at several nodes to increase 
complexity. 

Pandapower implementation of 400/110 kV power 
network with additional PV plants and battery 
storages is on Figure 2. Network is designed with 
additional PV plants and battery storages for ability 
of injecting active and reactive power. Power system 
transformers are equipped with tap-changers for 
local voltage regulations. Loads are also positioned 
on buses and parametrized with reactive and active 

Figure 1 Single-line diagram of 400/110 kV power system 
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components. Initial conditions of power system is 
intentionally made for large overvoltages as input 
state for LLM agent, which has task of stabilizing 
voltages and the power system in overall. The initial 
is 8 – 9 buses with voltages out of the desired range 
of 1.00-1.05 per unit (p.u.), which is a complicated 
task to stabilize with a set of simultaneous actions of 
tap-changers and active and reactive injections of PV 
plants inverters and battery storages which is LLM 
model task. 

4.2 LLM agent implementation 
The 400/110 kV power system network model, 
shown in the single-line diagram in Figure 1, is 
created in Pandapower for further integration into 
the overall Python ecosystem. An AI agent based on 
the Llama 3 open-source LLM model is implemented 
via the Ollama platform to analyze and control the 
power network. The Llama 3-based LLM agent, by 

controlling the tap-changer and injecting active and 
reactive power, aims to stabilize the network and 
reduce overvoltages. 

4.2.1 Presumptions for model design 

In the literature [14]-[16], transformer tap-changer 
operations and the injection of active and reactive 
power from PV plant inverters and battery storage 
systems have been shown to stabilize voltages within 
the desired operational range. These are the physical 
and engineering assumptions used to guide the 
design of the Llama 3 LLM agent. The agent aims to 
stabilize bus voltages through a set of synchronized 
actions, including the manipulation of transformer 
tap-changers and the injection of active and reactive 
power from PV plant inverters. 

4.2.2 Prompt design 

While Llama 3 is pre-trained on a large corpus of text, 
it does not possess speci�ic knowledge about voltage 
stabilization. In this initial model, we provide the 
context through a detailed prompt, without �ine-
tuning or using RAG on power system operational 
data, technical documentation, or example scenarios 
(Figure 3). This speci�ic prompt, as input to the LLM, 

Figure 3 Prompt designed for llama3 agent context of power 
system control 

Figure 2 Pandapower implementation of 400/110 kV system 
with PV plants and battery storages 
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helps the model understand the context and 
terminology speci�ic to power systems. 

4.2.3 Model execution 

The Pandapower 400/110 kV transmission and 
distribution network is simulated with overvoltages 
and loaded into a Python environment, where the 
Llama 3 model is run via the Ollama server. Initially, 
nine buses in the system have voltages outside the 
desired range of 1.00-1.05 per unit (p.u.). 

Visualization is created using the NetworkX [17] 
Python library, with nodes representing buses, and 
overvoltage nodes are highlighted in red, as shown in 
Figure 4. The Llama 3 agent optimizes the 
Pandapower 400/110 kV network parameters in the 
model's �ive steps. After each step, the updated 
network state is loaded into the LLM prompt for 
processing, the network parameters are modi�ied, 
and power �low is recalculated to assess overall 
network stability. After the �ive-step execution, the 
network state is satisfactory, with only a small pair of 

overvoltages remaining, which can be further 
addressed through actions on lower voltage levels. 
[16].  

It is evident from Figures 4 and Figure 5 that with 
each action set of the Llama 3-based LLM agent, the 
power system's voltage pro�ile stabilizes within the 
desired range of 1.00-1.05 p.u. After �ive sets of 
actions on the tap-changers of transformers and the 
injection of active and reactive power from PV plants 
and battery storage systems, the ef�iciency and 
stability of the observed network are signi�icantly 
improved, along with valuable comments and 
recommendations generated as LLM output. 

4.2.4 Result analysis 

For 20 model executions, we obtained a distribution 
of results, as shown in Figure 6. Over 70% of 
executions produced very good results, with 0-2 
overvoltages after the �ive-step model execution. 
Considering that only prompt contexting was used for 
the LLM model, without �ine-tuning or the use of the 

Figure 5 Initial state of the power network with overvoltages 
Figure 4 Power network voltage pro�ile after execution of �ive 
action sets of llama3 agent 



IJISE, 2025. https://ijise.ba/ 

  
 

16 
 

Retrieval Augmented Generation (RAG) mechanism, 
the results are more than satisfactory for the Llama 3 
open-source model. 

5 Conclusion and Future Work 
This study has demonstrated the potential of Large 
Language Models in enhancing power system control 
and decision-making processes. The LLM agent 
showed remarkable capabilities in analyzing complex 
system states, providing context-aware 
recommendations, and generating multi-step control 
strategies. 

Integrating natural language processing with power 
system control opens up new possibilities for 
intuitive human-machine interfaces in control rooms, 
automated report generation, and knowledge 
management in power utilities. The ability of LLMs to 
process and synthesize information from diverse 
sources could prove invaluable in managing the 
increasingly complex and data-rich environment of 
modern power grids. 

However, the challenges identi�ied in this study, 
particularly those related to numerical precision, 
real-time performance, and explainability, highlight 
the need for further research and development. 
Future work should focus on: 

1. Developing hybrid systems that combine the 
strengths of LLMs with traditional 
optimization and control algorithms;  

2. Investigating the use of reinforcement 
learning techniques to allow the LLM agent to 
improve its decision-making over time-based 
on system outcomes; 

3. Developing the Retrieval Augmented 
Generation (RAG) mechanism to improve 
model accuracy; 

4. Developing a multi-agent system for effective 
collaboration to achieve shared goals; 

5. Exploring the application of LLMs in other 
areas of power system operation, such as 
long-term planning, renewable energy 
integration, and cybersecurity; 

6. Addressing the explainability and 
transparency of LLM-based decision-making 
systems, which is crucial for their adoption in 
critical infrastructure; 

7. Investigating the potential of multi-modal 
LLMs that can process not only textual data 
but also visual and time-series data, which are 
common in power system monitoring. 

Special attention will be given to the security issues 
associated with LLM applications in power systems 
[18].  

In conclusion, while there are challenges to 
overcome, the application of Large Language Models 
in power systems represents a promising frontier in 
the ongoing digital transformation of the energy 
sector [19]. As these technologies continue to evolve, 
they have the potential to play a signi�icant role in 
creating more intelligent, ef�icient, and resilient 
power grids of the future. 

Con�licts of Interest: The authors report there are no 
competing interests to declare; 

  

Figure 6 Analysis of model executions 
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