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Contact Tonći Kaleb, tonci.kaleb@isaca.hr, ISACA Chapter, Croatia. 
2025 by the Author(s). Licensee IJISE by Faculty of Mechanical Engineering, Computing and Electrical Engineering, 
University of Mostar. This article is an open-access and distributed under the terms and conditions of the CC BY 4.0 
(https://creativecommons.org/licenses/by/4.0/) 

 
54 

 

Toward Integrated Compliance with GDPR and the EU AI Act Based on Empirical 
Findings 
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Abstract 
This paper explores how the European Union is shaping rules for data 
and arti�icial intelligence (AI) through two key regulations: the General 
Data Protection Regulation (GDPR) and the EU Arti�icial Intelligence 
Act (AI Act). Those two regulations cover data topics, focusing on 
different aspects, both bringing challenges for organizations and 
individuals. This paper includes a survey conducted among data 
protection professionals to better understand how organizations deal 
with these challenges in practice. The results show that many 
organizations still have areas for improvement, especially when 
combining privacy and AI responsibilities. Based on this, the paper 
offers a simple and practical framework that helps organizations follow 
the GDPR and the AI Act in a transparent and integrated way. The goal 
is to support better decision-making, reduce legal and technical risks, 
and help with the responsible and trusted use of data and AI in the EU. 
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1 Introduction 
The volume, utilization, and value of data are 
growing, supported by digital technologies. In 
response to evolving digital threats and privacy 
concerns, the European Union is intensifying its 
regulatory initiatives in cybersecurity and data 
management. The focus is on how personal data and 
arti�icial intelligence (AI) systems are used and 
protected. The EU's General Data Protection 
Regulation (GDPR) has been enforced since May 25, 
2018, becoming the global standard for protecting 
personal data and privacy rights. The EU Arti�icial 
Intelligence Act (AI Act), which will come into effect 
in 2024, sets up a risk-based approach to create, use, 
and control AI systems in all EU countries. This 
research also includes �indings from a survey 
conducted among data protection professionals to 
support the author's thesis. The goal was to better 
understand how organizations are currently 
positioned regarding compliance, what roles are 
involved (such as data protection of�icers), and the 
level of readiness to respond to AI-related 
obligations. Based on the comparative review and the 

survey results, this paper proposes a practical 
framework for integrated compliance with GDPR and 
the AI Act [1], [2]. 

The EU has placed several important digital rules in 
addition to the GDPR and AI Act. These rules create a 
larger legal framework for data governance. The EU 
Data Strategy, implemented in 2020, aims to create a 
uni�ied European data market where data can move 
freely across sectors and countries. This would help 
new ideas and preserve people's rights. The EU Data 
Act clari�ies who can get and use data from the EU, 
including non-personal and industrial data. The EU 
Data Governance Act also encourages safe and open 
data sharing through data spaces and markets. The 
Digital Services Act (DSA) makes online platforms 
more responsible and protects users better. At the 
same time, the Digital Markets Act (DMA) focuses on 
big digital platforms to ensure fair competition and 
that the market is not abused. These acts complement 
the GDPR and the AI Act to preserve fundamental 
rights in the digital economy, deal with data access, 
signi�icant tech duties, and innovation [3]. 

https://creativecommons.org/licenses/by/4.0/
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This article discusses how the GDPR and the EU AI Act 
have regulated data and changed data governance 
together. It examines the legal, risk, and technical 
aspects of de�ined rules and the skills needed to deal 
with new challenges. The article is centered on two 
primary questions: what are the differences between 
the two regulations, and where do they overlap? Also, 
what skills do professionals need to keep up with and 
promote innovation in today's fast-changing digital 
world? A study of professionals in privacy, 
information security, and risk management was done 
to learn more about the fundamental duties, skills, 
and status of Data Protection Of�icers (DPOs) in 
enterprises. Most of the people who answered are 
members of the ISACA community in Croatia or 
professionals who work directly with DPOs. The 
survey aimed to learn more about DPOs' role and 
limitations, such as their level of authority in 
organizations, their professional background, how 
multidisciplinary their function/role is, and whether 
organizations support implementing personal data 
protection. The authors compare regulatory 
frameworks (GDPR and AI Act). The conclusions 
serve as the basis for suggesting a new way to govern 
(personal) data and AI together [4], [5], [6], [7]. 

2 Literature review 
Recent research has shown how the GDPR and the AI 
Act work together and complement each other within 
the EU's system of rules. A study made by the 
European Parliament in 2020 explored how the GDPR 
contributes to AI systems' protection, primarily 
through data minimization. However, it also said that 
exercising some rights, e.g., transparency and 
explainability, can be challenging to achieve in 
complex AI systems [8]. 

Legal comparison shows that the GDPR and the AI Act 
regulate different aspects of data use. The GDPR 
covers the processing of personal data, while the AI 
Act covers how AI systems work with any form of 
data. However, both regulations have the same goals, 
such as reducing risk, ensuring clear accountability, 
and implementing technical and organizational 
measures (safeguards). This is especially clear when 
comparing Articles 25 and 32 of the GDPR to Articles 
9 and 26 of the AI Act [5], [6].  

Furthermore, the literature implies that the GDPR 
and AI Act cover some of the same topics, such as 
transparency, permissions, consent, documentation, 
and accountability. Professional evaluations, such as 
those from the IAPP, say that the AI Act mentions the 
GDPR more than thirty times, primarily when AI 
systems deal with personal data. However, their 
goals, scope, and enforcement mechanisms are very 
different. Because of this, many academics suggest 
that compliance should be practically achieved in an 
integrated way. This could include combined risk 
assessments (like DPIA and Fundamental Rights 
Impact Assessments), ongoing monitoring, and the 
creation of hybrid professional roles that combine 
legal, technical, and data governance knowledge. 
There is ongoing discussion about implementing the 
technical "right to explanation" from the AI Act, in 
addition to the rights already existing under the 
GDPR [5], [6]. 

3 Comparative Analysis: Legal, Risk, and 
Technological Perspectives 

This section compares essential parts of the GDPR 
and the AI Act, concentrating on the legal obligations, 
risk management, and technological constraints that 
affect handling data and building AI systems. The 
General Data Protection Regulation (GDPR) is based 
on the principle that individuals, whether citizens or 
residents of the European Union, should be able to 
keep control of their data. This fundamental right 
applies to any processing [4], [9]. 

Key privacy concepts of the GDPR are a solid legal 
basis, transparency, purpose limitation, data 
minimization, accuracy, storage limitation, 
con�identiality, integrity, and accountability. To 
comply, businesses must have an apparent legal basis 
and a valid reason for processing personal data. They 
must respect the data subject's rights, which include 
the right to access, rectify, erase personal data, limit 
processing, object to processing, and be excluded 
from automated decision-making. Individuals also 
have the right to ask the national Data Protection 
Authorities (DPAs) for protection if their rights are 
being abused [10].  



IJISE, 2025. https://ijise.ba/ 

  
 

56 
 

In a regular life, handling personal data comes with 
risks. For instance, if a company uses someone's data 
without a proper legal basis or does not keep it safe, 
that company could cause harm to the person and 
(consequently) face legal action. Organizations 
employ risk assessment techniques like Data 
Protection Impact Assessments (DPIAs), Legitimate 
Interest Assessments (LIAs), and Transfer Impact 
Assessments (TIAs) to �ind and deal with privacy-
related risks. These assessments should lead to real 
steps to reduce risk. It is essential to distinguish these 
privacy risk evaluations from the overall audit of 
compliance with GDPR requirements [10]. 

Enforced since May 25, 2018, the GDPR has become 
the world's standard for privacy laws. Many laws 
outside the EU have been affected by its concepts, 
such as the Personal Data Protection Law (PDPL) in 
Saudi Arabia and the new Law on the Protection of 
Personal Data in Bosnia and Herzegovina. Because of 
this, the GDPR has become the gold standard for 
personal data protection worldwide. The European 
Data Protection Board (EDPB) is an independent EU 
agency that helps ensure that GDPR requirements are 
consistently understood. It provides guidelines about 
transferring personal data across borders, using 
pseudonymization, and applying GDPR to new 
technologies like blockchain and generative AI [10].  

While GDPR is focused on individuals, their data, and 
rights, the EU Arti�icial Intelligence Act (AI Act) sets 
rules for how AI systems are made and used. The Act 
sends a strong message to businesses. It aims to 
ensure that AI technologies are safe, protect human 
rights (including privacy), and help the EU's 
responsible innovation. The Act establishes a risk-
based approach that divides AI systems into three 
risk tiers: unacceptable, high-risk, and minimal-risk 
(NOTE: some authors interpret that limited- and 
minimal-compliance levels are two risk tiers in the EU 
AI Act) [5].  

There are strict requirements for high-risk AI 
systems, such as those used in human resources 
management, law enforcement, healthcare, and 
critical infrastructure. The requirements include 
rules for managing risk, ensuring data accuracy, 
protecting against cyberattacks, being open and 
honest, keeping documentation and records of 

activities, having human oversight (HITL), and 
monitoring AI systems throughout the lifecycle [11]. 

3.1 Legal and Risk Management Aspects 
Most EU member states have transposed the General 
Data Protection Regulation (GDPR) into their legal 
frameworks – e.g., Croatia does this through the Law 
on Implementing the GDPR. These national laws 
de�ine speci�ic details, e.g., empower national data 
protection authorities and de�ine exceptions [12]. 

Data controllers and processors, mainly legal entities 
(businesses), are responsible for compliance with 
GDPR (more precisely, with requirements of national 
privacy laws). To handle these duties adequately, they 
need a privacy expert (specialist, champion). GDPR 
introduces the role of Data Protection Of�icer (DPO) 
[13]. 

Companies that do not follow GDPR rules could face 
several consequences, including �ines. The �ine 
amount depends on several factors, including the 
type of violation, its severity, whether it was 
intentional or repeated, the size of the business, and 
the organization's role. There are two levels of GDPR 
infractions. Fines for Tier 1 violations may reach up 
to €10 million or 2% of the company's global annual 
turnover, whichever is greater. Tier 2 violations are 
more severe and can result in penalties of up to €20 
million or 4% of worldwide annual turnover [6]. 

The EU Arti�icial Intelligence Act covers all AI systems 
sold or used in the EU, no matter where they were 
made. This means that companies that sell AI systems 
to people in the EU must follow the Act's rules, even if 
they are based outside the EU. The Act emphasizes 
rules for high-risk AI systems. These include systems 
utilized in healthcare, education, law enforcement, 
employment, and managing essential infrastructure. 
Once used, high-risk systems must meet high 
standards for risk management, documentation, data 
quality and security, human oversight, and 
continuous monitoring [5], [6]. 

Companies not complying with the AI Act may also be 
penalized. Financial �ines depend on the kind of 
infraction and its severity. The worst violations, such 
as applying prohibited AI systems, can result in 
penalties of up to 35 million euros or 7% of global 



IJISE, 2025. https://ijise.ba/ 

  
 

57 
 

annual sales. Fines of up to 15 million euros or 3 
percent of revenue may be given for other infractions, 
like those involving high-risk AI systems or general-
purpose AI models. Giving regulators false or 

misleading information can lead to �ines of up to 7.5 
million euros or 1% of global turnover. An overview 
of noncompliance scenarios and associated �ines 
under the AI Act is presented in Table 1 [4].

Table 1 Overview of AI Act noncompliance cases and corresponding �inancial penalties 

Noncompliance case Proposed �ine 
 

Breach of AI Act prohibitions Fines up to €35 million or 7% of total worldwide 
annual turnover (revenue), whichever is higher 

Noncompliance with the obligations set out for 
providers of high-risk AI systems or GPAI models, 
authorized representatives, importers, distributors, 
users, or noti�ied bodies 

Fines up to €15 million or 3% of total worldwide 
annual turnover (revenue), whichever is higher 
 

Supply of incorrect or misleading information to the 
noti�ied bodies or national competent authorities in 
reply to a request 

Fines up to €7.5 million or 1.5% of total worldwide 
annual turnover (revenue), whichever is higher 

The AI Act lays out rules for people who build AI and 
people who use or run AI systems. It provides special 
regulations for general-purpose AI (GPAI) models, 
which are becoming more common in many 
applications. The law went into effect on August 1, 
2024, and its rules will be implemented over the next 
36 months, depending on the system's kind and level 
of risk [5]. 

The GDPR is focused on risks to individuals. 
Mechanisms include Data Protection Impact 
Assessments (DPIAs) for processing that may impact 
the rights and freedoms of individuals, security 
standards under Article 32, and privacy principles 
that are built in and set by default. GDPR requires 
special attention (risk assessments) when sensitive 
data is involved or when processing (data actions) is 
considered high risk [6]. 

The AI Act focuses more on risks to enterprises, with 
rules depending on how the AI system could impact 
people and communities. High-risk AI systems must 
adhere to a de�ined, strict risk management 
procedure, undergo constant monitoring, and be 
subject to robust human control. This approach 
ensures that AI technologies are safe, reliable, and in 
line with fundamental rights. Table 2 provides a 
structured overview of how AI systems are classi�ied 
under the EU AI Act based on risk level, along with 

their respective compliance obligations and typical 
use case examples [4], [6]. 

When AI systems handle personal data, companies 
must implement risk management protocols that deal 
with privacy issues and AI-speci�ic risks like bias, 
hallucinations, and the lack of explainability. 
Regarding AI, privacy-related issues comprise much 
of the entire risk landscape, especially when personal 
data is involved. Companies that use these systems 
must follow the GDPR and the AI Act, ensuring they 
meet their requirements under both regulations 
(transposed to national laws) [6]. 

There is an increasing use of Privacy-Enhancing 
Technologies (PETs), which allow safe AI/ML and 
personal data processing without compromising 
privacy. Examples of PETs are federated learning, 
homomorphic encryption, and the use of synthetic 
data. PETs help to comply with GDPR's privacy and 
the AI Act's risk-managing requirements. [14], [15].  

The AI Act also has rules about building AI systems, 
especially high-risk ones. These systems require 
technical features that ensure they are open, allow 
users to explain their outputs, and maintain oversight 
of users by the AI system. Companies are using 
automation in compliance processes. AI fact sheets, 
traceability frameworks, and real-time dashboards 
aid with continual monitoring and organized 
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documentation. They enable enterprises to align their 
privacy and AI governance processes better. However, 
it is crucial to avoid the checkbox-compliance 

approach and make adequate assessments followed 
by competent decisions [4]. 

 

Table 2 Classi�ication of AI systems by risk level and corresponding compliance requirements under the EU AI Act 

Classi�ication 
(Risk-based tier) 

Description Compliance 
level 

Use case examples 

Prohibited AI 
systems 

Prohibited: 
Because they pose an unacceptable 
risk to people's safety, security, and 
fundamental rights. 

Prohibited This includes using AI for social scoring, 
which could lead to detrimental treatment, 
emotional recognition systems in the 
workplace, biometric categorization to infer 
sensitive data, and predictive policing of 
individuals, among other uses.                         
Some exemptions will apply. 

High-risk AI systems Permitted: 
Subject to compliance with the 
requirements of the AI Act (including 
conformity assessments before being 
placed on the market). 

Signi�icant Includes use of AI in: 
• Recruitment 
• Biometric identi�ication and surveillance 

systems 
• Safety components of systems covered by 

harmonized legislation (e.g., medical 
devices, automotive) 

• Access to essential private and public 
services (e.g., creditworthiness, bene�its, 
health and life insurance) 

• Safety of critical infrastructure (e.g., 
energy, transport) 

Minimal risk AI 
systems 
 

Permitted: 
Subject to speci�ic transparency and 
disclosure obligations where uses 
pose a limited risk. 

Limited Speci�ic AI systems that interact directly with 
people (e.g., chatbots), and visual or audio 
"deepfake" content that an AI system has 
created for manipulation. 

Permitted: 
With no additional AI Act 
requirements where uses pose 
minimal risk. 

Minimal By default, all other AI systems that do not fall 
into the above categories (e.g., photo-editing 
software, product-recommender systems, 
spam �iltering software, scheduling software) 

4 Professional Competencies for Data and AI 
Governance 

Aspiring experts require diverse skills and 
knowledge to effectively address privacy and AI 
issues. Understanding the laws' requirements coming 
from other parts of the world became paramount. 
Signi�icant aspects of privacy and AI management 
include risk assessment, data governance, the use of 
advanced technologies, decision transparency, 
prioritization, effective communication, project 
management, and resource allocation. Is it realistic to 
expect that a single individual can excel across all 
these disciplines? Where might one �ind an individual 
possessing such a diverse skillset? The role of Data 
Protection Of�icer is a good example to evaluate these 
needs and possible consequences of (non-)�inding an 
adequate solution (skilled person) [4]. 

 

4.1 Data Protection Of�icer Role 
A Data Protection Of�icer (DPO) should understand 
the GDPR, the ePrivacy Directive, and other relevant 
data protection regulations at the national and EU 
levels. However, just knowing the law is not enough. 
The skillset needed to be a DPO, as shown in Figure 1. 
demands knowledge of risk management, technology, 
and computer systems, and the ability to 
communicate with different stakeholders. The DPO 
role is in the second line of defense and gives advice 
based on facts and legal interpretation. Independence 
(lack of con�lict of interest) is necessary in both day-
to-day operations and in organizational structure and 
reporting [4], [6]. 



IJISE, 2025. https://ijise.ba/ 

  
 

59 
 

The work also entails knowing the rules for diverse 
�ields, such as healthcare, �inance, or education, 
understanding legal duties, and writing compliance 
documentation. It also involves learning about 
regulations outside of a country, since many data 
privacy legislations, such as the GDPR, govern data 
transfers between people from the EU and non-EU 
countries [4]. 

Privacy risk management differs from the usual 
approach. Privacy risk comes not just from external 
threats, but also from how data controllers and 
processors operate, which can violate people's rights 
and freedoms. Common harms include loss of dignity, 
discrimination, �inancial loss, or rights. To manage 
these kinds of risks, it is necessary to do assessments 
like Data Protection Impact Assessment (DPIA), 
Legitimate Interest Assessment (LIA), and Transfer 
Impact Assessment (TIA). Privacy risks require 
continuous monitoring, reviewing, and reassessment 
following changes in business, technology, or legal 
framework[4]. 

A good understanding of technology is fundamental. 
To meet many GDPR criteria, like data minimization, 
access control, encryption, and de-identi�ication, 
adequate technological and organizational measures 
must be in place. Differential privacy, homomorphic 
encryption, and federated learning are all privacy-
enhancing technologies that add extra layers of 
protection to help with secure and compliant data 
processing. It is essential to work with cybersecurity 
experts, especially while responding to an incident 
when personal data may be involved (data privacy 
breach), and there may be legal rami�ications [4]. 

Strong soft skills are just as critical. Privacy programs 
usually involve multiple projects and must be 
coordinated among legal, technical, and risk teams. 
Communication, problem-solving, and time 
management are essential. Privacy training begins 
with onboarding, followed by annual refreshers and 
updates in response to primary processes or 
technological changes. This helps raise awareness 
and develop the organization's compliance culture 
[6]. 

4.2 AI Of�icer Role (or equivalent AI role) 
Compared to privacy, arti�icial intelligence presents a 
broader and more complex challenge. This 
complexity is not only technological but also legal and 
risk-related. Professionals responsible for AI 
governance must go beyond understanding personal 
data protection and develop expertise in multiple 
domains that intersect with AI. The skillset needed 
for the AI Of�icer Role is estimated in Figure 2 [5]. 

AI of�icers should know the legal aspects of the EU AI 
Act and how these rules are transposed into national 
law. This includes understanding, using, and 
monitoring compliance in various industries, 
especially healthcare and �inance. Knowing 
international AI regulations is also mandatory. [5]. 

AI governance goes beyond privacy, addressing bias, 
ethical concerns, and trust in automated decisions. 
Tools like impact and conformity assessments help 
manage risks, while technical challenges such as 
cyber threats and data quality remain. Ensuring 
ethical AI requires responsible development and 
human involvement through approaches like Human 
in the Loop (HITL) [5]. 

Figure 1 Data Protection Of�icer's (DPO) skillset 

Figure 2 Arti�icial Intelligence Of�icer's (AIO) skillset 
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This role requires solid technical knowledge, as AI 
systems depend on quality data, computing power, 
and the ability to manage bias and explain outcomes. 
As these systems introduce new security risks, it's 
vital to ensure that data, models, and interfaces 
remain trustworthy. Managing AI projects also 
requires strong communication and coordination 
skills. With the growing use of large language models 
(LLMs), understanding how they work and how to 
write effective prompts is becoming increasingly 
important [5]. 

žWhen considering the skills required by data 
protection of�icers (DPOs) and new AI governance 
jobs, it becomes clear that the DPO role focuses on 
legal aspects. In contrast, the AI of�icer role demands 
a deeper understanding of technology. The difference 
(skills drift) between a DPO and an AI Of�icer is shown 
in Figure 3 [4], [6]. 

5 Personal Data and AI Governance 
The GDPR and the EU AI Act call for a broad, 
interdisciplinary strategy that includes legal, risk, and 
technical perspectives. Good governance frameworks 
must allow for collaboration across various areas, 
which is made possible by excellent communication 
skills and continual professional growth. However, 
several problems make this process more dif�icult, 
such as complicated regulations, operational needs, 
and the fast rate of AI technology development. These 
need adaptable plans and constant communication 
with regulators and other interested parties [5]. 

In this situation, there is an approach to combine the 
jobs of Data Protection Of�icer and AI Of�icer. Even if 
this merger has some bene�its, it raises many red 
�lags. In EU companies, the DPO position is typically 
set at lower levels of the corporate hierarchy (such as 
B-3 or B-4), which means they do not have much 
power or visibility to the Board. Because of this, 
privacy is still a secondary issue unless something 
like an external audit, a legal or regulatory inquiry, or 
a personal data breach brings it up [4]. 

The DPO's main job is dealing with legal and privacy 
problems, while AI governance also involves covering 
ethical, operational, and business-related issues. AI is 
not only bringing regulatory matters, but also a 
chance to boost innovation, ef�iciency, and 
competitiveness. This is why organizations need to 
make the AI Of�icer's role of overseeing AI compliance 
more visible, with a more substantial impact on 
decision-making [5]. 

Authors support the separation of the two jobs/roles. 
By creating a dedicated position for AI governance, 
companies can better deal with AI's problems and 
opportunities. This approach avoids the structural 
issues associated with being a DPO and keeping both 
roles focused on meeting (personal) data protection 
requirements. 

6 Methodology 
The study combines empirical data with legal and 
regulatory analysis, focusing on the DPO role, 
position, and skills, as well as organizational 
readiness for the EU Arti�icial Intelligence Act (AI 
Act). The working hypothesis is that the DPO has a 
multidisciplinary role, including legal, risk, technical, 
and advisory functions, so there is a need for 
interdisciplinary competencies (Figure 1). A 
secondary hypothesis suggests that DPOs and 
emerging roles like AI Of�icers (Figure 2) should be 
positioned higher in the organization's hierarchy to 
ensure greater impact on decision-making. Figure 3 
compares the key competencies of both roles. These 
hypotheses are examined within the speci�ic context 
of Croatian organizations, potentially informing 
broader comparative studies across the EU [7]. 

Figure 3 AIO vs DPO skillset 
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An online survey was conducted among privacy, 
information security, and risk management 
professionals, primarily ISACA Croatia Chapter 
members. Most respondents were DPOs or worked 
closely with them. The questionnaire included 13 
structured and one open-ended question, addressing 
DPO responsibilities, organizational hierarchy, 
involvement in decision-making, and the 
multidisciplinary scope of their roles. It also explored 
institutional support for data protection and 
readiness for AI-related regulatory obligations. 

The article compares the GDPR and the AI Act, 
focusing on legal obligations, risk management, 
technical requirements, and operational practices. 
While the regulations share common goals, they 
differ in key areas such as documentation, 
accountability, transparency, and risk assessment. 
The article highlights challenges like the need for 
multidisciplinary skills and new roles, and proposes 
integrating compliance efforts across both 
frameworks. It links the survey's empirical �indings 
with regulatory requirements and explores the 
competencies organizations need for effective and 
compliant implementation. 

7 Survey Results and Analysis 
A survey was conducted to examine the skills and 
organizational role of Data Protection Of�icers 
(DPOs). The questionnaire included 13 questions and 
an optional comment section. It focused on typical 
DPOs' background (whether legal, risk, or IT), 
required competencies, in�luence on decision-
making, and the implementation of privacy practices. 
Respondents were primarily professionals in data 
protection, cybersecurity, and IT audit, mostly 
members of the ISACA Croatia Chapter, also including 
active DPOs working in Croatian companies. 

An online questionnaire was conducted among 36 
Croatian professionals working in privacy, data 
protection, information security, and IT risk, to assess 
the role and position of Data Protection Of�icers 
(DPOs) in organizations. Given the limited sample 
size and national focus, the survey should be viewed 
as an exploratory case study. While the �indings offer 
valuable insights into local practices, they are not 

statistically generalizable to the broader EU context 
but may serve as a foundation for further 
comparative research. The structure and results of 
the questionnaire are available in Figure 4. 

Most respondents (83.3%) know that appointing a 
DPO is a regulatory obligation under certain 
conditions (Figure 4 Q1). In most cases, the role is not 
a dedicated function; 77.8% of DPOs also perform 
other duties (Figure 4 Q2). 58.3% of DPOs are 
internal employees of the organization (Figure 4 Q3). 

When looking at the organizational level, most DPOs 
don't have a management position in the hierarchy 
(69.4% are at B-3 or below), which may reduce their 
visibility and in�luence on decision-making processes 
(Figure 4 Q4). The DPO function is typically placed 
within the legal department (30.6%) or security 
management (11.1%, Figure 4 Q5). As expected, the 
professional background of DPOs is highly diverse, 
with a dominant legal background of 41.7% and some 
risk of 13.9%. Surprisingly, other professions such as 
IT, HR, �inance, and business cover 44.4% (Figure 4 
Q6). 

According to Figure 4 Q7, just about half of the 
respondents (52.8%) think that DPO successfully 
covers all necessary topics, including technical, legal, 
and risk management elements. However, 61.1% of 
respondents believe that privacy protection 
documents and processes are adequate (Figure 4 Q8). 
Also, two-thirds (66.7%) of respondents think that 
DPO has adequate executives' support (Figure 4 Q9), 
which may indicate the maturity of the privacy 
process or a false sense of accomplishment. 

Regarding incident experience, most respondents 
(89.7%) reported that their organizations did not 
suffer serious privacy-related breaches (Figure 4 
Q10). However, awareness and training appear 
limited, as only 55.6% of participants con�irm that 
privacy training is conducted systematically (Figure 4 
Q11). Finally, most participants (83.3%) think that 
the DPO will not participate in AI-related matters 
(Figure 4 Q12), indicating expectations that the new 
AI GRC role will go beyond the DPO's scope (privacy) 
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Q1 According to regulatory and legal requirements, is your 
organization required to have a (personal) Data Protection Of�icer 
or a comparable position/role? 

Q7 Does the Data Protection Of�icer in your organization 
successfully cover different aspects (legal, risk, IT, organization 
and education)? 
 

  

Q2 Is your Data Protection Of�icer a dedicated function (performs 
only that job)? 

Q8 Are technical and organizational measures, or processes for 
protecting personal data and privacy, adequately documented and 
implemented in your organization? 

  

Q3 Is your Data Protection Of�icer an employee of your 
organization? 

Q9 Does the Data Protection Of�icer have adequate support from 
the management in your organization? 

  

Q4 What is the position of the Data Protection Of�icer in your 
organization (BO – member of the Board)? 

Q10 Have you had any signi�icant incidents involving personal 
data in your organization? 

  

Q5 In which organizational unit/line is the Data Protection Of�icer 
in your organization? 

Q11 Does your organization provide training on the management 
and protection of personal data? 

  

Q6 What is the professional pro�ile (background) of your 
organization's Data Protection Of�icer? 

Q12 Will the Data Protection Of�icer also be responsible for non-
technical aspects of AI in the organization? 

Figure 4 Questionnaire on the position and role of the DPO 
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8 Regulatory Trends and Future Challenges 
Recently, the European Union has made efforts to 
make its necessary digital data regulations, including 
GDPR, Data Act, and AI Act, easier to understand and 
implement. An example of measures is the European 
Commission's proposal to simplify record-keeping 
obligations for small and medium-sized businesses. 
Still, it raises serious questions about whether these 
changes could weaken data protection and raise new 
privacy concerns for the EU's economic ecosystem 
[16]. 

On the other hand, enforcing the AI Act seems to be 
taking longer than expected. The European 
Commission was considering putting some parts of 
the Act on hold until technological standards were 
entirely created. "Big Tech" AI companies advocated 
and urged the Commission to delay the AI Act rollout. 
Several member states also want small enterprises to 
have more exemptions, and less complicated AI 
systems to have fewer duties. These unclear rules and 
the lack of uni�ied standards make it harder to 
understand the regulation, transpose it to the 
national law(s), and implement it in practice. 
However, the Commission decided on July 4, 2025, to 
end the speculation regarding a potential delay on AI 
rules and holds �irm on the AI Act implementation 
timeline ("there is no stop the clock, there is no grace 
period, there is no pause"). 

Moreover, the EU has of�icially abandoned the long-
stalled ePrivacy Regulation, likely due to the 
in�luence/pressure of powerful lobbying from "Big 
Tech" companies. This withdrawal underscores the 
impact of industry pressure and shifting legislative 
priorities toward competitiveness and data access for 
AI, rather than the protection of privacy. Similarly, the 
AI Liability Directive (AILD), which aimed to 
harmonize rules for civil liability related to AI-caused 
harm across the EU, has been of�icially withdrawn by 
the European Commission as of February 2025. The 
primary reasons for this withdrawal were a lack of 
agreement among EU Member States, calls for 
regulatory simpli�ication, and concerns about 
overlapping with other EU directives [17]. 

Weakening or delaying fundamental rights' 
protections, whether through exemptions, delays in 
the process, or giving up on reforms, could have a 
negative impact on public trust, put EU citizens at 
greater risk, and eventually harm the EU's goal of a 
safe, innovative digital future that respects 
fundamental rights. European Union is committed to 
responsible innovation — enhancing ef�iciency and 
competitiveness without compromising fundamental 
rights, trust, or ethical principles [18]. 

9 Conclusion 
The evolution of EU data governance and regulations, 
particularly through the GDPR and AI Act, 
demonstrates a shift toward risk-based, accountable, 
and transparent use of data and technologies. 
Research �indings support the initial hypothesis 
within the speci�ic context of the Croatian 
professional landscape and privacy practices, 
particularly among the ISACA Croatia Chapter 
community. These �indings should be considered 
indicative, not conclusive, and should call for further 
validation across the EU. Effective compliance with 
GDPR and AI Act requires not just legal, but also 
strong risk management, plus technical expertise and 
soft skills. Also, the need for new AI skills, roles, and 
timely preparations for AI regulations' requirements 
is paramount. Future research should examine case 
studies for speci�ic sectors, the impact of emerging 
technologies (e.g., quantum computing, agentic AI), 
and steps toward creating an integrated compliance 
framework. 
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